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Summary
Background: One of the barriers for the ef-
fective use of computerized health-care re-
lated text is the ambiguity of abbreviations. 
To date, the task of disambiguating abbrevi-
ations has been treated as a classification 
task based on surrounding words. Applica -
tion of this framework for languages that 
have no word boundaries requires pre-pro-
cessing to segment a sentence into separate 
word sequences. While the segmentation 
processing is often a source of problem, it is 
unknown whether word information is really 
requisite for abbreviation expansion.
Objectives: The present study examined and 
compared abbreviation expansion methods 
with and without the incorporation of word 
information as a preliminary study.
Methods: We implemented two abbrevi-
ation expansion methods: 1) a morpheme-

based method that relied on word informa-
tion and therefore required pre-processing, 
and 2) a character-based method that relied 
on simple character information. We com-
pared the expansion accuracies for these two 
methods using eight medical abbreviations. 
Experimental data were automatically built 
as a pseudo-annotated corpus using the In-
ternet.
Results: As a result of the experiment, accu-
racies for the character-based method were 
from 0.890 to 0.942 while accuracies for the 
morpheme-based method were from 0.796 
to 0.932. The character-based method signifi-
cantly outperformed the morpheme-based 
method for three of the eight abbreviations 
(p < 0.05). For the remaining five abbrevi-
ations, no significant differences were found 
between the two methods.
Conclusions: Character information may be 
a good alternative in terms of simplicity to 
morphological information for abbreviation 
expansion in English medical abbreviations 
appeared in Japanese texts on the Internet.
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1.  Introduction
The prevalence of computerized texts with-
in the health care domain is increasing 
with the widespread adoption of hospital 
information systems. Such data might be 
used for many promising applications, in-
cluding detection of adverse drug events, 
support decision making, and surveillance 
[1–3].

In actuality, however, synonym and 
multi-sense words are obstacles for such 
applications [4]. If one searches through 
clinical notes using the search query “dia-
betes mellitus” in order to discern how 
many patients with diabetes mellitus 
visited the hospital, they may obtain results 
that are unreliable, because they may miss 
documents that use only the abbreviation 
“DM”. Expanding the search query to in-
clude “diabetes mellitus or DM” would 
solve this problem, but would create a new 
problem: the results for this query may be-
come very noisy, and may contain other 
possible expansions of “DM”, such as, “der-
mal melanosis”, “dermatomyositis”, “diffuse, 
mixed, small and large cell” and “dystro -
phia myotonica”.

As a result, as abbreviations are ambigu-
ous, it is often unclear to which full form 
an abbreviation corresponds. Not only in-
formation retrieval, but various other ap-
plications, such as speech recognition [5] 
and information extraction [6], also suffer 
from complications related to abbrevi-
ations. Moreover, ambiguities in abbrevi-
ations appearing in clinical notes may lead 
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to misunderstandings and errors in clinical 
practice. In order to resolve this problem, 
the Joint Commission on Accreditation of 
Healthcare Organizations in the US has is-
sued a “Do Not Use” list for abbreviations 
that presents the most egregious and dan-
gerous abbreviations where patient care er-
rors can potentially occur, although com-
pliance with this list may be insufficient 
[7].

One potential approach that may de-
crease ambiguity is to prevent the use of 
abbreviations in clinical notes. For 
example, in 2007 Myers et al. examined an 
alert system that would prevent users from 
inputting unapproved abbreviations into 
medical records and found that the system 
significantly reduced the use of ambiguous 
abbreviations [8]. However, large amounts 
of text containing abbreviations are already 

in existence, and it is difficult to install 
functioning alert systems in existing data 
input systems. This situation motivated us 
to devise a way of disambiguating ab -
breviations automatically – specifically, a 
method to expand abbreviations into their 
full form.

For global abbreviations that appear in 
documents without the full form explicitly 
stated [9], abbreviation expansion is gen-
erally treated as a classification task – that 
is, selecting a full form from a list of full 
forms for a target abbreviation. This is 
technically similar to “word sense disam-
biguation” (WSD) in which full forms are 
regarded as word senses. WSD is a task 
which selects one meaning from sense in-
ventory given an ambiguous word and 
context, e.g., given “bank” as the ambigu-
ous word and “I withdrew some money 

from the bank” as the context, selecting one 
of the senses from the inventory “financial 
bank” and “river bank”. The study of WSD 
has a long history in the field of natural 
language processing (NLP). Although vari-
ous methods have been proposed for both 
abbreviation expansion and WSD, most re-
searchers have adopted a supervised ap-
proach [17–29], while others have adopted 
an unsupervised approach [30–32]. For 
global abbreviation expansion, Joshi et al. 
compared supervised machine learning al-
gorithms and feature sets [25]. While there 
are no standard full form lists that cover 
abbreviations that appear in clinical texts 
[10, 11], several researchers have attempted 
to compile (semi-)automatic lists utilizing 
local abbreviations, where the full form is 
explicitly stated, as well as resources such as 
UMLS [11–16]. Okazaki et al. proposed an 

Figure 1 Ambiguity of Japanese medical abbreviation. This figure presents the number of abbreviations with respect to each of their ambiguity. While the 
most abbreviations’ possible full forms are just one, there are numerous ambiguous abbreviations.
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integrative method to expand global ab-
breviations using local abbreviations that 
appear in the same corpus [33]. The pres-
ent paper focuses on global abbreviations.

The meaning of each abbreviation is 
fundamentally determined by its context, 
which in most cases is contingent upon the 
surrounding words. The following are 
examples of ambiguous text associated 
with the abbreviation ASA:
1. Antiplatelet action appears after ad -

ministration of low dose ASA.
2. ASA is often accompanied by severe 

rhinosinusitis and recurrent nasal poly-
posis.

The meaning of ASA differs between the 
two sentences. According to a medical ab-
breviation dictionary [34], ASA is an ab-
breviation of five different full forms in the 
medical domain: i) “acetylsalicylic acid”, a 
type of medicine, ii) “active systemic ana -
phylaxis”, a type of disease, iii) “anti-
smooth muscle antibody”, a type of chemi-
cal compound, iv) “argininosuccinic acid”, 
a type of chemical compound, and v) “as-
pirin sensitive asthma”, a type of disease. In 
the first example, the context “adminis-
tration of low dose” suggests that the ASA 
is a medicine that immediately determines 
the full form “acetylsalicylic acid”. The sec-
ond example refers to a disease, which can 
be inferred from the phrases “accompanied 
by severe rhinosinusitis.” Therefore, the 
candidates for the 2nd ASA are “active sys-
temic anaphylaxis” and “aspirin-sensitive 
asthma.” The final clues may be “Severe 
rhinosinusitis” and “recurrent nasal” which 
help decipher the correct full form “as-
pirin-sensitive asthma.”

To date, most studies have targeted Eng-
lish abbreviations in English text [23 –28]. 
More recently, English abbreviations in 

other languages have also been examined 
[29]. One medical abbreviation dictionary 
in Japanese contains 2022 ambiguous Eng-
lish abbreviations, each corresponding to 
up to 32 full forms, and 3.7 full forms on 
average (▶ Figure 1) [34]. For clinical texts, 
we investigated a small selection of Japa-
nese discharge summaries and found that 
one discharge summary contained ap-
proximately 13 abbreviations on average 
and each abbreviation corresponded to 1–2 
full forms. Thus, we believe that the „ac-
tual“ ambiguity is much greater. The pres-
ent study specifically examined English 
 abbreviations in Japanese text. A typical 
Japanese sentence uses Latin alphabet 
 characters along with Japanese characters. 
In most cases, sequences of Latin alphabet 
characters in Japanese text represent Eng-
lish abbreviations. For example, the second 
sentence in the example provided above 
is represented in Japanese as shown in 
▶ Figure 2.

In order to expand the abbreviation 
ASA, the same methods apply as in English 
text. However, one extra pre-processing 
step is necessary to split the sentence into 
word sequences to capture the surrounding 

words that are used as clues for expansion. 
One difference between English and Japa-
nese when NLP is to be applied is the use of 
word boundaries: Japanese has no explicit 
word boundaries, which necessitates a 
word segmentation step. In practice, word 
segmentation is done through morphologi-
cal analysis, which splits a sentence into a 
sequence of morphemes – that is, the 
small est semantically meaningful unit, ap-
proximately corresponding to a word in 
English. However, this approach suffers 
from analytic errors (▶ Figure 3). This is 
because a general morphological analyzer 
is designed to analyze newspaper text. This 
characteristic is a general barrier in pro-
cessing Japanese text [35].

Furthermore, the definition of a mor-
pheme is ambiguous in a fundamental 
sense. The key problem here is how to 
identify the best representation of context, 
in order to determine the classification for 
the abbreviation that precedes or follows. 
Figure 2 presents a few possible morpheme 
sequences for the ASA example. The se-
quences differ in their granularity. The first 
sequence represents the finest grain. The 
more the sentence is split, the more general 

Figure 2 Morphemes have inherent ambiguity. Possible morpheme se-
quences of the sentence “ASA are often accompanied by severe rhinosinusi-
tis and  recurrent nasal polyposis” in Japanese. (p) denotes a Japanese par-
ticle that indicates the grammatical role of its preceding word. (s) denotes 

Figure 3 Error of morphological analysis.  A morphological analyzer sometimes splits a morpheme 
that should not be split, e.g., “Biopsy”. An additional type of error is that the analyzer may split a sen-
tence at the wrong position. For example, the following phrase “Infusion set insertion site” should be 
split into three morphemes, “infusion”, “insertion”, and “site”.

suffixes, some of which change the part of speech of its preceding word. 
Note that “rhinosinusitis”, “recurrent” and “nasal polyposis” contain ambi-
guity in terms of  morpheme sequences.
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the meaning of the word. Thus far, no 
study of optimal granularity for abbrevi-
ation expansions has been reported, per-
haps due to the fact that the answer de-
pends on the target abbreviation. “Rhino -
sinusitis” may be a clue to expand certain 
abbreviations, while for others “paranasal 
sinus flare” may contain key terms rather 
than the entire disease name. To ascertain a 
suitable morpheme sequence for this spe-
cific purpose, one must compile a diction-
ary for use by a morphological analyzer, 
along with many parameters, e.g., connec -
tive costs for pairs of morphemes/part of 
speech (POS), for each abbreviation. This 
situation motivated us to skip morphologi-
cal analysis.

Thus, we present here an abbreviation 
expansion method based on character con-
texts, not morpheme contexts. Several re-
ports have demonstrated that a character-
based approach is superior to a morpheme-
based approach in tasks such as WSD [36], 
information retrieval [37], and translation 
memory for machine translation [38].

In addition to Japanese, Korean and 
Chinese languages entail similar difficul-
ties. Although the present study specifically 
addresses Japanese, the proposed method 

is expected to be applicable to other lan-
guages as well because the method does 
not need any language-specific processing.

Although abbreviation expansion is one 
of the critical steps for clinical text process-
ing, it is very difficult to construct a corpus 
from clinical text. Therefore, the present 
study examined the possibility of character 
based abbreviation expansions using text 
from documents on the World Wide Web 
as a preliminary study.

Research question: Is abbreviation ex-
pansion with morphological analysis truly 
superior to abbreviation expansion without 
morphological analysis?

2. Materials and Methods

To address this research question, we im-
plemented two abbreviation expansion 
methods and compared them. Specifically, 
we compared the two expansion methods 
with and without morphological analysis. 
This section presents a description of these 
two methods, materials, and evaluation 
scale.

2.1 Abbreviation Expansion 
 Methods

As in most previous studies where the tar-
get was global abbreviation, we treated ab-
breviation expansion as a classification of 
an abbreviation into one full form within a 
given full form list based on its context. An 
abbreviation corresponds to one or more 
full forms. Therefore, this task is a multi-
class problem. The present study adopted a 
one-versus-the-rest classifier, which used a 
collection of binary classifiers, each of 
which corresponded to one full form and 
classified input into either the full form or 
“the rest” category (▶ Figure 4). We used a 
support vector machine (SVM) known for 
its high generalization ability and high per-
formance for abbreviation expansion [25] 
as a binary classifier.

The two methods compared share the 
classification framework described above, 
although they differ in the usage of context 
on which the expansion was done.

Figure 4 One-versus-the-rest classifier. In this figure, SVM output numbers represent distances from the separating hyperplanes, not binary judgment.
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2.1.1 Morpheme-based Method 
(Method M)

The first method expands abbreviations 
based on nearby morphemes. As in our 
previous study [29], we used verbs and 
nouns among morphemes: three verbs and 
three nouns prior/posterior to the target 
abbreviation (with a maximum 12 mor-
phemes total). This is a simplified version 
of a technique used in a previous study 
[25], in which all words were used except 
function words and stop words defined by 
the authors (e.g. proper noun). In order to 
avoid listing appropriate stop words in 
 Japanese, we simplified their method and 
ruled out adjectives and adverbs. Because 
adjectives are often made synthetically 
from a noun and a suffix in Japanese medi-
cal text (as shown in ▶ Figure 3: adjective 
“recurrent” is split into the noun “recur-
rence” and a suffix.) and adverbs are 
thought to be less informative, the simplifi-
cation would not disadvantage a mor-
pheme-based method. The window size 
was also decided based on the previous 
study [25], which demonstrated that a 
window size of three worked well. Thus, we 
used MeCaba as the Japanese morphologi-

cal analyzer and UniDicb as a dictionary for 
MeCab. MeCab is a conditional random 
field (CRF)-based high-performance mor-
phological analyzer. UniDic is a uniformly 
designed Japanese dictionary for the gen-
eral domain.

2.1.2 Character-based Method 
(Method C)

The character-based method expands ab-
breviations based on nearby characters. 
More precisely, an abbreviation is classified 
into one full form based on prior and sub-
sequent n characters (n is referred to as 
“window size” in the present study).

The Japanese language uses three types 
of written characters: 1) hiragana, 2) katak-
ana, and 3) kanji (Chinese characters). Al-
though 1) hiragana and 2) katakana are 
phoneme-based, 3) kanji are ideograms for 
which a single character indicates a con-
cept. For example, one kanji may mean 

“bone”, while another means “disease”. To 
even out the information per feature, we 
adopted “characters,  hiragana  bigrams, 
and katakana bigrams” as a feature set 
(▶ Figure 5).

These two aforementioned methods 
were compared. In order to balance the in-
formation presented in the two methods, 
the character-based method window size 
was set to 20 because a Japanese mor-
pheme in UniDic  consists  of  roughly 2 to 
3 characters. Therefore, six words and an 
omitted morpheme roughly correspond to 
20 characters.

Note that the target abbreviations and 
the correct full forms were excluded from 
the feature.

2.2 Materials

Comparison of these two methods 
required the preparation of two materials: 
1) an ambiguous abbreviation set and 2) a 
training set.

Figure 5 Feature example by two methods (Method M and Method C ). 
This figure illustrates the features of the sentence “Antiplatelet action ap-
pears after administration of low dose ASA” by the two methods. Method M 
uses 6 words as features. Li and Ri indicate the i-th words on the left and 
right, respectively. Method C (window size: 10) uses 14 unigrams (9 kanji 

and 5 hiragana), 2 hiragana-bigrams and no katakana-bigrams (total 16 
n-grams). Li and Ri indicate the relative position to the abbreviation. “script” 
indicates script-type, K for kanji and H for hiragana; katakana was not in-
cluded. Black bars show corresponding strings contained in the feature.

a MeCab: Yet Another Part-of-Speech and Mor -
phological Analyzer. http://mecab.sourcrforge.net/. 
Accessed on Oct. 26, 2011

b Unidic. http://www.tokuteicorpus.jp/dist/. Accessed 
on Oct. 26, 2012
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2.2.1 Ambiguous Abbreviation Set 
(<abbreviation, full forms> Pairs)

We chose an ambiguous abbreviation set as 
an experimental target. A single abbrevi-
ation would be insufficient for comparison 
purposes because accuracies are expected 
to differ depending on the abbreviations 
used. Moreover, the target abbreviations 
are required to have specific characteristics. 
First, they must have more than one full 
form. Second, a certain quantity of experi-
mental data is necessary for each full form. 
We arbitrarily set the threshold to 10. Thus, 
we set the selection criteria as follows:
1. Abbreviations must correspond to two 

or more full forms in the medical ab-
breviation dictionary [34].

2. All corresponding Japanese full forms 
must have appeared in at least 10 web 
pages.

3. All corresponding Japanese full forms 
had to be at least 5 characters in length.

The third criterion was used due to the re-
duced ambiguity required for construction 
of a corpus with high quality, as described 
in the next section (2.2.2 Corpus).

2.2.2 Corpus

The implementation of the two methods 
and measurement of their performance 
required an annotated corpus. An anno-
tated corpus is a set of texts in which ab-
breviations appear and for which their cor-
rect full forms are annotated. Building such 
a corpus by hand, however, is extremely 
costly and time-consuming. Instead, we 
constructed a pseudo-annotated corpus as-
suming that an abbreviation and its full 
form are used in the same context [23]. As 
shown in ▶ Figure 6, the construction of 
the corpus required three steps:
1.  Search for full forms on the Internet
2. Extract snippets
3. Replace full forms in the snippets with 

corresponding abbreviations

We used Yahoo! API as a Web search en-
gine to search the Internet. The API re -
ceived search queries and returned the fol-
lowing results: the total number of hits; a 
set of URLs with the titles; and the ab-
stracts (called “snippets”). Finally, we con-
solidated all the collected snippets and 
eliminated any duplicates.

For example, a corpus of SAS as an ab-
breviation of “subarachnoid space” was 
constructed in the following manner. First, 
we searched for “subarachnoid space” on 
the Internet via Yahoo! API. Next, we 
extracted snippets from the result. Finally, 
we replaced “subarachnoid space” appear-
ing in each snippet with the abbreviation 
SAS. The resulting sentences were samples 
of documents in which SAS appeared as an 
abbreviation of “subarachnoid space”. The 
actual query for the full form was in Japan-
ese, not English.

While we did not explicitly restrict the 
search domain, the queries were thought to 
be adequately specific in medical content 
which implicitly restricted the search.

2.3 Evaluation Scale

We used expansion accuracy as the evalu-
ation scale. Accuracy was defined as the 
rate of correctly expanded samples among 
all samples. Expansion accuracy was calcu-
lated for each target abbreviation. Evalu-
ation was conducted in a five-fold cross-
validation manner. The accuracy could be 
compatible with precision because the sys-

Figure 6 Construction of a pseudo-annotated corpus. Construction entailed the following three steps: 1) search for a full form on the Internet (the actual 
construction was done through API provided by Yahoo! Japan); 2) extract snippets from the search results; and 3) replace all queries (full form) that appeared 
in the snippets with their abbreviations.
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tem outputs exact one full form for all the 
input abbreviations.

3. Results

Based on the selection criteria, eight ab-
breviations and 42 full forms were identi -
fied. The constructed corpus contained 276 
samples on average per full form and the 
total size was 11584. Details are provided in 
▶ Table 1. ▶ Table 2 presents the results 

from the evaluation. Accuracies for method 
C exceeded method M for all abbreviations 
except ASA. McNemar’s test indicated that 
accuracies for method C were significantly 
higher for three out of the eight abbrevi-
ations (p < 0.05). Accuracy information for 
the remaining five abbreviations did not 
yield significant differences between the 
two methods.
▶ Figure 7 shows associations between 

window sizes and expansion accuracies for 
method C. Although accuracies depend on 

abbreviations, they share a tendency to in-
crease along with window size.

4. Discussion

The present results revealed that omitting 
morphological analysis improved the per-
formance of abbreviation expansion in 
some cases. Method C was superior to 
method M for three out of the eight ab-
breviations. While it is difficult to claim the 

Table 1 Experimental data. Eight ambiguous abbreviations selected based on the selection criterion, each corresponding to five to seven full forms. Abbr., 
#abbr. and #data indicate abbreviation, the number of the abbreviations in the set of snippets (after the corpus construction step 2), and the number of ab-
breviations in the final corpus, respectively. #data is generally much larger than #abbr because of the substitution for the full spellings for the abbreviations.

abbr.

ASA

DHA

DIC

PAN

full form

acetylsalicylic acid

active systemic anaphylaxis

anti-smooth muscle antibody

argininosuccinic acid

aspirin sensitive asthma

dehydro ascorbic acid

dehydroacetic acid

dehydroepiandrosterone

dihydroxyadenine

docosahexaenoic acid

adipiodone meglumine

disseminated intravascular coagulation

drip infusion cholangiography

drip infusion cholecystocholangiography

drip infusion cholecystograph

periarteritis nodosa

periodic alternating nystagmus

polyacrylonitrile

polyarteritis nodosa

puromycin aminonucleoside nephrosis

#abbr.

  3

  5

  1

  2

  4

41

4

  2

  8

353

  0

333

 37

 13

 26

  6

  1

131

  6

  2

#data

398

 18

346

320

560

371

452

327

 31

688

  8

719

 69

 27

 57

408

 10

491

302

 21

abbr.

PCI

PID

PPP

SAS

full form

percutaneous coronary intervention

peripheral circulatory impairment

pneumatosis cystoides intestinalis

prophylactic cranial irradiation

protein C inhibitor

pelvic inflammatory disease

phenindione

plasma iron disappearanc

primary immunodeficiency

prolapsed intervertebral disk

palatopharyngoplasty

pancreatic polypeptide

pentose phosphate pathway

pigmented pretibial patches

platelet poor plasma

platelet poor plasma

pustulosis palmaris et plantaris

aortic stenosis subaortic stenosis

sleep apnea syndrome

subarachnoid space

supravalvular aortic stenosis

sympathicoadrenal system

#abbr.

296

  0

  1

 91

 18

150

  0

 31

 30

  0

 25

  1

  0

  2

 64

104

  4

  0

163

  0

  1

  0

#data

628

462

 97

375

 55

150

 27

 85

427

655

 80

111

 65

 29

179

507

451

277

730

526

 40

  5

Table 2 Accuracy of abbreviation expansion obtained using two methods* indicates that method C performed significantly better than method M 
 ( p < 0.05).

method M

method C

ASA

0.892

0.890

DHA

0.910

0.912

DIC

0.932

0.942

PAN*

0.796

0.836

PCI

0.895

0.906

PID*

0.894

0.931

PPP*

0.893

0.914

SAS

0.923

0.938
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superiority of method C in general, the 
present results suggest that method C was 
not worse than method M. In terms of its 
simplicity of implementation, method C is 
superior to method M because it requires 
no additional processing such as morpho-
logical analysis except to simply split a sen-
tence into its characters. Thus, all things 
considered, our results suggest that method 
C is superior to method M.

Note that the present study compared 
character information with available mor-
phological information, not ideal one. As 
described in Introduction, ideal morpho-
logical information of Japanese text is not 
available at the present day. This means 
that no one knows the ideal morpheme se-
quences, let alone a morphological ana-
lyzer. 

As compared to method C, method M 
has two challenges -- quality of the diction-

ary and the performance of the morpho-
logical analyzer. One would guess the latter 
probably decreased the performance of 
method M, but the above situation makes 
construction of a morphological annotated 
corpus difficult, which is required by the 
evaluation of the performance.

The clear mistakes of the morphological 
analyzer in the experiment were caused by 
dirtied snippets: snippets including un-
wanted characters (e.g. “respo.nse”) and 
snippets whose ending morpheme was cut 
(e.g. “in the absence of resp…”). For the 
dirtied input, method C is clearly more ro-
bust than method M.

In order to further examine the factors 
which led to method C working better for 
the three abbreviations, we investigated the 
feature characteristics of the cases for 
which only method M failed. First, we sep-
arated the data into two groups (data-cen-
tered) and counted each feature for each 
case (e.g. the number of noun appeared 
preceding abbreviation that used as a part 
of input feature to SVM): dC, cases that 
only method C outputted correct answers, 
and dO, the other cases (▶ Table 3). In dC, 
surrounding nouns are significantly fewer 
than that in dO (paired t-test, p = 0.01). 
That is, the lack of nouns in the context 
would be the reason that only method M 
failed. Next, we separated the data in a dif-
ferent manner (abbreviation-centered) and 
did frequency counts of zero for each fea-
ture (e.g. the number of cases without 
nouns preceding the abbreviation): aC, for 
all cases of the three abbreviations for 
which method C worked better, and aO the 
other data (▶ Table 4). In aC, there were 
significantly fewer cases without preceding 
than in aO. Therefore, the reason why 
method C is superior to method M for only 
three abbreviations is thought to be the 
high ratio of the lack of a left noun context.

In general, morphological analysis plays 
an important role in NLP. Many appli-
cations, such as dependency parsing, 
named entity recognition and information 
retrieval, are often based on a given mor-
pheme sequence. In some cases, however, it 
is not essential. Abbreviation expansion is 
one such case, as shown in this paper. An 
additional example may be to search within 
documents for technical terms in dictiona -
ries because simple string matching to 

Figure 7 Relationship between window size and accuracy. Accuracy increases along with window 
size. The error range for the average is the standard deviation. “Infinite” means “entire snippet text.”

abbr.

ASA

DHA

DIC

PAN

PCI

PID

PPP

SAS

dC

V1

0.9

0.9

0.4

0.5

0.7

0.9

0.7

1.2

V2

2.1

1.5

1.2

1.3

1.6

1.8

2.0

2.0

N1

2.2

2.4

2.0

2.0

2.3

2.3

2.2

2.6

N2

2.9

2.9

2.8

2.9

2.8

2.8

2.9

2.9

dO

V1

0.9

0.7

0.7

0.6

0.9

0.8

1.0

1.1

V2

1.8

1.7

1.8

1.2

1.8

1.9

2.2

2.2

N1

2.5

2.4

2.3

2.3

2.6

2.3

2.3

2.4

N2

2.9

2.9

2.9

2.9

2.9

2.9

2.9

2.9

Table 3 Comparison of feature frequency (data-centered). This table shows the average frequency for 
each feature with respect to their abbreviations andgroups dC and dO. V1, V2, N1, and N2 indicates a 
verb preceding an abbreviation, a verb following an abbreviation, a noun preceding an abbreviation, 
and a noun following an abbreviation, respectively. Paired t-tests showed significant difference on N1 
and N2 between dC and dO.
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words in dictionaries is often sufficient. 
Technical terms often are long and charac-
teristic in their spelling, which makes the 
word unambiguous. However, such a lim -
ited purpose does not require the power of 
morphological analysis.

While accuracies for abbreviation were 
high, accuracies for full forms varied. Ac-
curacy was low 1) when data were rela -
tively scarce and 2) when there were simi-
lar full forms. The first reason is not sur-
prising, as the quantity of training data is 
generally correlated with performance. In 
contrast, the second reason was unex-
pected. We expected that full forms cor -
responding to the same abbreviation would 
not be similar to each other; however, the 
results from the present study showed that 
this was not the case. The implication was 
that one should carefully construct a full 
form inventory; for example, simplify the 
inventory by aggregating similar full forms 
and, if necessary, preparing additional 
models to distinguish among them.

Because method C does not require in-
formation from words including their POS 
which is required by method M, it is applic -
able to all languages. As we set the char-
acter features for Japanese, it is necessary to 
adjust the parameters in order to apply this 
method to other languages. Roughly esti-
mating, the size of the feature space was 
approximately 7,000 because uni-/bi-gram 
of Hiragana and Katakana are 5,000 as they 
each have 70 characters, and there are 
about 2000 Kanji. English has 26 char-
acters, thus, in order to construct a feature 
space size of 7,000, a bi-/tri-gram should be 
used. However, the results from the present 
study do not guarantee the performance of 
method C for all languages.

4.1 Limitation: Characteristics of 
the Corpus

The corpus has two characteristics com-
pared in clinical text: 1) the domain and 
2) the length of each datum.

Although our actual target was the 
health care domain, the experimental data 
were collected from the Internet. The di-
versity of the snippets was not clear. While 
some describe definitions of the full form, 
others described a famous person suffering 
from disease or individual experiences. 

While judging each occurrence technicality 
would not be easy, the number of hits may 
serve as an indicator, which is given ex-
plicitly by the search engine. Expectedly, 
the more hits, the more popular the full 
form was – that is, the lower the technical-
ity. Our corpus included A) four full forms 
that with more than 10,000 hits; B) 12 full 
forms with 1,000 to 9,999 hits; and C) 26 
full forms with less than 1,000 hits. The 
majority of the occurrences found were 
news and individual experiences in group 
A, definitions and explanations in group B 
and scientific documents in group C. 
Whatever the distribution of snippets may 
be, the content of the corpus is more or less 
different from that of clinical documents. 
Therefore, these results cannot be directly 
applied to clinical documents. Further in-
vestigation is required. Moreover, our cor-
pus is more likely comprised of local ab-

breviations that are explicitly defined in the 
document by nature, while our target is 
global abbreviation. This point is further 
discussed in the section Limitation: Strong 
assumption.

Because the corpus was automatically 
constructed using a Web search engine, the 
length of each datum was fully dependent 
on how the search engine constructed 
snippets. Still, we did not consider this as a 
fatal limitation of the experiment. Table 5 
presents the average length of the context 
for each abbreviation in our corpus. The 
left verb/noun contexts were less than 
three, while method M relied on three 
verbs and nouns on the left and right. This 
could be a disadvantage for method M; 
however, there was no assurance that there 
would be enough context for the actual 
situation. This is an intrinsic limitation of 
morpheme-based methods rather than the 

Table 4 Comparison of zero frequency of features (abbreviation-centered). This table shows the aver-
age frequency for cases without each feature with respect to the abbreviations grouped by aC and aO. 
V1, V2, N1, and N2 are the same meaning in Table 3. T-tests showed the significant difference on N1 be-
tween aC and aO.

aC

aO

abbr.

PAN

PID

PPP

ASA

DHA

DIC

PCI

SAS

V1

0.72

0.60

0.55

0.58

0.64

0.64

0.57

0.50

V2

0.49

0.21

0.16

0.25

0.32

0.27

0.26

0.12

N1

0.20

0.17

0.18

0.14

0.14

0.14

0.09

0.15

N2

0.01

0.01

0.01

0.01

0.01

0.01

0.01

0.01

Table 5  
Context length of the 
corpus. This table dis-
plays the number of 
morphemes/characters 
to the abbreviation’s 
left/right. Note that 
method M uses three 
verbs and nouns and 
method C uses n 
characters for context, 
from left/right, respec -
tively.

ASA

DHA

DIC

PAN

PCI

PID

PPP

SAS

#morphemes

left 
(verb)

1.0

0.8

0.5

0.7

1.1

1.1

1.2

1.0

left 
(noun)

 8.9

 7.7

 7.5

 8.8

 9.6

 8.8

10.1

 9.6

right 
(verb)

2.2

1.6

1.6

1.4

1.8

1.8

2.9

3.3

right 
(noun)

14.8

13.5

17.1

20.2

17.5

16.4

17.2

16.4

#characters

left

39.8

40.6

35.5

41.1

40.1

38.0

39.7

35.1

right

78.7

79.0

87.6

91.3

81.5

81.7

83.4

78.8
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present experiment. On the other hand, 
character context on both the left and right 
are more than 20 characters in length on 
the same corpus, which corresponded to 
approximately 90% accuracy.

4.2 Limitation: Strong Assumption

We adopted the assumption that an ab-
breviation and its full form are used in the 
same context, based on which we con-
structed a pseudo-annotated corpus. How-
ever, this assumption is not always correct, 
especially for professional documents such 
as clinical notes; documents that contain 
abbreviations may include abbreviations of 
many kinds. Therefore, it is non-trivial that 
the result can be applicable to such docu-
ments. Experiments using clinical text are 
necessary; however, this was outside the 
scope of the present study, since we did not 
have enough clinical text that contained 
ambiguous abbreviations or full forms.

The pseudo-annotated corpus based on 
this assumption has one more limitation: it 
requires an additional assumption that the 
query is not ambiguous. Some full forms, 
such as “acid”, are actually ambiguous, 
while other full forms have little currency. 
In such circumstances, one should build an 
annotated corpus by hand for all possible 
abbreviations. This is not a realistic ap-
proach; the supervised approach is un -
suitable for construction of practicable 
 applications. Instead, semi-/un-supervised 
methods such as a dictionary-based 
method [32] might be appropriate. For 
such an approach, the results from the 
present study are expected to contribute to 
the existing literature.

5. Conclusions

The present preliminary study investigated 
whether morphological analysis influenced 
the performance of abbreviation expansion 
by comparing a morpheme-based method 
(method M) to a character-based method 
(method C) using English abbreviations ap-
pearing in Japanese text extracted from 
documents on the World Wide Web. The 
results demonstrated that method C yielded 
significantly better results than method M 
for three out of the eight abbreviations. 

 No significant differences were found for 
the remaining five abbreviations. Con-
sidering the simplicity of implementation, 
we concluded that method C is superior to 
method M.

Morphological analysis is often a source 
of problems in Japanese-language texts, es-
pecially within the health care domain. We 
hope that the results from the present study 
help to resolve difficulties caused by analy-
sis errors and morpheme definitions.
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